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The concept of an experiment has undergone many changes in psychology's relatively 

short existence, and its essential features are still debated. Psychologists agree that it involves (a) 

systematically observing and recording phenomena; (b) explicitly describing the conditions 

under which the observations occurred, and (c) analyzing the resulting data to look for 

meaningful relations. The major area of disagreement is whether manipulation of phenomena is 

required.  

Before the 1930s manipulation was desirable, but not necessary. Thus, comparing 

naturally-formed groups (e.g., adults vs. children) using a standardized psychological instrument 

was considered an experiment. In the 1930s, some influential psychologists began narrowing the 

definition so that it required manipulation. More specifically, it required manipulating the 

amount of a phenomenon (termed independent variable; IV) and then capturing some target 

phenomenon (termed dependent variable; DV) in order to determine if there was a functional 

(i.e., causal) relation between them. By the 1970s, this was the common view in psychology.  

Early psychological experiments were largely of the kind now called single-case or 

small-N. A single participant is exposed to multiple IV conditions, one of which is usually a 

baseline condition that involves no manipulation. If there are meaningful differences in the DV 

across IV conditions, it means the IV is functionally related to the DV. More than one participant 

can be used in these designs, but each participant constitutes a self-contained experiment. The 

first participant is the original experiment and all others are replication experiments.  



Francis Galton introduced the concept of comparing groups of participants who were 

alike on all important phenomena expect one. In this scenario, participants comprise samples 

from larger populations, and these samples are the primary focus —not individual participants. 

Since samples are the focus, data analysis requires examining aggregate trends via statistics 

instead of examining values for particular participants. 

Galton's groups were naturally formed, so only allowed for descriptions. Causal inference 

required making group membership an IV, which meant researchers had to control membership 

into the groups.  Moreover, they had to manipulate group membership in such a way as to rule 

out the possibility that other phenomena caused any differences observed in the DV. The 

cleanest way to do this is random assignment of participants to groups (i.e., IV's conditions). If 

the randomization process is properly carried out, then random assignment yields unbiased 

estimates of the IV on the DV in aggregate. Thus, randomization became the preferred method of 

controlling group membership.  

There are two fundamental classes of designs used for experiments with groups: between-

subjects and within-subjects. In between-subjects designs, participants are randomly assigned to 

one of the IV's conditions. In within-subjects designs, participants are exposed to multiple IV 

conditions at different points in time, with random assignment dictating the order of IV exposure 

for a particular participant. When there are more than two IV conditions, the number of unique 

ways to order presentation of IV conditions grows quickly. Thus, some systematic method for 

controlling order effects is typically implemented, such as counterbalancing or Latin square. 

There are many variations of the between-subjects and within-subjects designs available. 

Repeated measures designs examine change in DV values across many data collection time 

points. Factorial designs examine both the independent and interactive effect of two or more IVs. 



Mixed designs include aspects of both between- and within- subjects design, such as examining 

between-group differences in DV changes.  
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